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Measurement of in-plane deformations of microsystems by
digital holography and speckle interferometry
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The reliability of microsystem is an important issue and for their quality inspection, it is necessary to
know the displacements or deformations due to the applied mechanical, thermal, or electrostatic loads. We
show interferometrical techniques like digital holography and speckle interferometry can be used for the
measurement of in plane deformations of microsystems with nanometric accuracy and we give a description
of the measurement uncertainties.
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The increasing trends towards miniaturization in many
different application fields, from optical communications
to medicine, have produced in the past few years a
dramatic progress in the development of micro-electro-
mechanical systems (MEMS) and micro-opto-electro-
mechanical systems (MOEMS)[1]. Miniature robots, mi-
cro mirrors, micro actuators, optical scanners are some
examples of MEMS devices. New applications are emerg-
ing as the existing technology is applied to the miniatur-
ization and integration of conventional devices.

The reliability of such systems is an important issue
that still requires advanced research. For the quality in-
spection, it is necessary to know not only their geometry
but also the displacements or deformations due to the me-
chanical, thermal, or electrostatic loads. The measure-
ment of the deformation of micromechanical systems may
be used for the calculation of strain and, along with the
evaluation of applied forces, allows for obtaining stresses
and consequently extraction of material parameters[2−5].
This information may in turn be used for the validation of
finite element method (FEM) models and eventually de-
tect defects in microsystems. Since the structures them-
selves exhibit typical dimensions of the order of some
micrometers, it is necessary to measure the deformation
with accuracies in the nanometer range.

Digital holography[6−9] and speckle techniques[10−12]

are well suited for the measurement of deformations or
vibrations and have been extensively used for the investi-
gation of both large and microscopic objects. Since these
are interferometric techniques and use coherent light,
there is the appearance of speckles that from one side
are carrier of information but from the other side, due to
their statistical nature produce noise and thus inaccura-
cies in the measurements. It is thus necessary to know
if the setups can guarantee precision in the nanometer
range. Preliminary results where optical techniques have
been used for the measurement of in-plane displacements
of microsystems have been presented in Refs. [13,14].

The goal of this work is to estimate the errors when
in-plane deformations of microsystems are measured. At
first, the reference test objects, from which we know ex-
actly how they deform when submitted to loading, have
been developed. The reference is then measured by us-
ing interferometric systems and the uncertainty of the
measurement is determined according to internationally
recognized guidelines.

Figure 1(a) shows an arrangement based on digital
holography usually used for the measurement of deforma-
tions. The interference between the wavefront reflected
by an object and a reference wave is recorded by an elec-
tronic device (usually charge-coupled device (CCD) or
complementary metal-oxide semiconductor (CMOS) de-
tectors). Notice that in the figure there is a lens to im-
age the object on the sensor but in principle the lens can
be omitted in order to get a lensless holographic setup.
When a lensless setup is used, we need to propagate the
reconstructed wavefront in order to get an image of the
object. The sensitivity of the arrangement with respect
to object deformations is given by its geometry. For
the determination of the three-dimensional (3D) defor-
mation, we need at least three sensitivity vectors which
can be produced by illuminating the object from three
different directions. The acquisition of the deformation
along the different sensitivity vectors can be done se-
quentially (this needs more time) or in parallel[9]. In this
letter, we are interested only in the in-plane deforma-
tions along one direction and thus an arrangement which
uses two illumination sources shown in Fig. 1(a) is used.
Consider a deformation described by the vector ~d. When
the object is illuminated along the directions ~k1,~k2, and
observed along the direction ~k0, the phase changes of the
two scattered wavefronts are

∆φ1 =
2π

λ
(~k0 − ~k1)~d, (1a)
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∆φ2 =
2π

λ
(~k0 − ~k2)~d. (1b)

Since digital holography allows the direct measurement of
the phase of a wavefront (or more precisely, the measure-
ment of the phase difference between a reference wave
and a wave reflected by the object), ∆φ1 and ∆φ2 may
be easily determined and their difference

δ = ∆φ2 − ∆φ1 =
2π

λ
(~k2 − ~k1)~d (2)

contains the information about the deformation along the
sensitivity vector ~k2−~k1. We consider a symmetrical illu-
mination of the sample where the components of the two
unitary vectors ~k1 and ~k2 are (−sin θ, 0, cos θ) and (sin θ,
0, cos θ), respectively, and ~k2−~k1 = (2 sin θ, 0, 0) is a vec-
tor parallel to the x axis. By knowing δ and using Eq.
(2), we may get the projection dx of the displacement ~d
on the x axis:

dx =
δλ

4πsin θ
. (3)

The measuring sensitivity is defined by the angle of illu-
mination and the light source wavelength.

Figure 1(b) shows another classical, simple, and robust
method based on electronic speckle pattern interferome-
try (ESPI)[10−12], which is usually used for the measure-
ment of in-plane deformation. The object is illuminated
from two different directions and the sensitivity is given
by the vector ~k2 − ~k1 like the case in the setup shown
in Fig. 1(a), but in this case there is no reference and
the phase shifting method is used to determine ∆φ1 and
∆φ2 and their difference δ which is related to the dis-
placement by Eq. (2). Usually, for the application of
the phase shifting technique, a piezo controlled mirror is
inserted in one arm of the interferometer.

Notice that both arrangements are able to determine
the wrapped phase which does not distinguish between
multiples of 2π, or in other words, the phase is known
only with modulo 2π. The unwrapped phase can be de-
termined by using a phase unwrapping algorithm.

The MEMS and MOEMS samples are usually made of
polysilicon and crystalline silicon which have roughnesses
of typically 8 and 1 nm, respectively. For the measure-
ment of in-plane displacement by using the above de-
scribed techniques, it is necessary to illuminate the sam-
ple with a strong source in order to get some light scat-
tered on the detector.

We choose a MEMS (see Fig. 2) as the test object,
which has exceptional characteristics since it has been
designed to have a very accurate in-plane displacement
along one direction only. This mean that we are able
to control the displacement with an accuracy of 1 nm or
better. The uniaxial and in-plane displacements along
x direction are insured by geometrical constraints[13,14].
The application of a voltage produces translations given
by

dx = cV 2, (4)

where V is the applied voltage, c is a constant that de-
pends on material properties and device geometry.

For both arrangements described above, the base of our
error analysis is the function given in Eq. (3) relating
the displacement with the phase, the wavelength, and
the geometry of the setup. We perform the estimation of
these errors according to “The Guide to the Expression
of Uncertainty in Measurement” (GUM) [15,16] published
by the International Organization for Standardization
(ISO) which provides general rules for evaluating and
expressing uncertainties of measurements. According to
GUM, in each measurement made there are errors that
may be divided into the following two types.

Type A. The evaluation of the uncertainties is based
on the statistical analysis of a series of measurements.
Important parameters are the mean value and the stan-
dard deviation.

Type B. The evaluation of the uncertainties is based on
other sources like instrument specification, calibration,

Fig. 1. (a) Digital holography and (b) ESPI set-ups for the
measurement of in-plane deformation.

Fig. 2. Scanning electron micrograph of the reference device
for one-dimensional translation.
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or other available data. A measurement may include un-
certainties of both types.

We have already pointed out that the geometrical pa-
rameter of the set ups (illumination angles) may be ac-
curately measured to ± 0.1◦ (mean of a sequence of mea-
surements, incertitude of Type A)[14]. This incertitude
in the geometry of the arrangement is quite small and
it will eventually produce a systematic error that can be
compensated. The wavelength can be measured with an
accuracy of ±0.01nm by using a spectrometer (incerti-
tude of Type B since it is determined from the instru-
ment specifications), and is thus a very accurate value.

The error in the measurement of the phase δ (incerti-
tude of Type A) is the most significant and can be pro-
duced by the noise of the detector, speckle decorrelation,
laser instabilities, unwanted superposition of parasitic co-
herent fields, and mechanical instabilities.

In order to illustrate this kind of error, we performed
measurement by using the arrangements sketched in Fig.
1. For the experiments, we used a 20-mW laser diode
emitting at the wavelength of λ = 406 nm and having a
coherence length of 100 µm. This short coherence laser
has been chosen in order to avoid parasitic interference
between the measuring beam and unwanted wavefronts
due to reflections inside the microscope objective and the
protective glass of the detector. By using a laser emitting
in the ultraviolet (UV) range, we have more light scat-
tered from the low roughness surface (few nanometers).
Furthermore, the short wavelength increases the sensitiv-
ity. The angle θ was 60◦ (2sin θ = 1.73), thus according
to Eq. (3), a change of phase of 1◦ corresponds to an
in-plane displacement of 0.65 nm. The sample was the
reference MEMS which displaced according Eq. (4). The
light scattered by the illuminated sample was collected by
a microscope objective (10×, aperture D = 8 mm) that
imaged a part of the device on the CCD located at the
distance L = 160 mm. The mean speckle size on the
detector was λL/D = 8.1 µm and thus larger than the
camera pixel which was 6.45 µm (resolved speckles). For
the acquisition of the intensity pattern, we chose a high
quality CCD camera manufactured by the PCO company
(Pixelfly QE) with 1392 × 1024 pixels and high dynamic
range (12 bits, 4096 gray level).

Figure 3(a) shows the measurement results obtained
from 500 camera pixels which in principle should give the
same results since they measure the same surface trans-
lation. The arrangement used for the measurements was
the one sketched in Fig. 1(b) but similar results have
been obtained by using the digital holography arrange-
ment shown in Fig. 1(a). The 500 selected pixels have
all a good intensity modulation (> 0.5) and are not satu-
rated, since it is well known that low modulated or satu-
rated pixels give wrong results[10]. The results presented
in Fig. 3(a) show a quadratic behavior as would be ex-
pected from Eq. (4), but each pixel measures a different
displacement. Figure 3(b) shows the results obtained by
averaging the data from Fig. 3(a). The obtained motion
is now in good agreement with the theoretical expected
values (dashed line) calculated using Eq. (4), but it ap-
pears clearly that even after averaging 500 pixels there
are still incertitudes that in some parts are 3 − 4 nm. The
standard deviation calculated from the 500 pixels is quite
large and not constant, in particular there are peaks of

standard deviations completely random (see Fig. 3(c)).
We may see from one side that the error increases with
the object deformation and this can be easily explained
with the decorrelation due to the in plane translation[12].
The phase error (standard deviation) due to the image
decorrelation for the case of the interferometer shown in
Fig. 1(b) and resolved speckles is given by Eqs. (37)
and (38) in Ref. [12]. The error depends on the intensi-
ties and modulations of the speckles, and since we choose
only well modulated speckles, we may approximate the
error dependence from the displacement with the linear
relation:

σ∆ϕ(dx) =
2Mdx

∆s
, (5)

where M is the magnification factor of the system
(M=10 in our case) and ∆s = 8.1 µm is the speckle
size. An in-plane shift of 90 nm involves a phase error

Fig. 3. (a) In-plane displacement measured by 500 pixels
when the applied voltage is increased from 0 to 59 V; (b) mean
values of the displacement calculated from (a), the dashed line
indicates the theoretical expected values; (c) standard devia-
tion of the displacement.
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of 0.22 rad (13◦), corresponding to an error of about 8.5
nm, since for our arrangement a change of phase of 1◦
corresponds to an in-plane displacement of 0.65 nm. We
can see from Fig. 3(c) (dashed line) that this can eas-
ily be identified as a linear component depending on the
displacement dx. The constant incertitude of about 2.5
nm could be caused by the detector, for which the signal-
to-noise ratio (SNR) is

SNR =
nsignal√

nsignal + n2
CCD + n2

readout

, (6)

where nsignal is the number of electrons due to the illu-
mination, nCCD and nreadout are the electron numbers
due to the CCD and readout noise, respectively. For the
camera used in the experiments, the manufacturer gives
values of approximately 10 electrons/pixel for nCCD +
nreadout. During the investigations, we always choose well
illuminated pixels, and thus according to Eq. (6) the shot
noise is dominant. The full well capacity, which is the
largest charge that a pixel can hold before saturation, is
15000 electrons. For illumination equal to one third of the
saturation we get 1/SNR =

√
5000 + 100/5000 = 1.5%.

Considering that for calculating the phase, four patterns
are used (4-step algorithm), the phase error produced
by an uncorrelated uncertainty of 1/SNR = 1.5% in the
intensities can be easily determined and is less than 1◦
corresponding to a displacement error of 0.65 nm, which
is smaller than the 2.5 nm constant standard deviations
reported in Fig. 3(c). It can be found that the detector
noise is larger as assumed.

The completely random peaks of standard deviations
are difficult as well to explain. They could be produced
by the laser or mechanical instabilities. Further investi-
gations are necessary to clearly identify the problem.

In couclusion, a micromechanical reference component
that displaces in a reproducible and precise way when
submitted to a standard electrostatic loading (applica-
tion of a voltage) has been measured by using optical
methods based on digital holography and speckle inter-
ferometry. Good agreement has been found between the
expected and the measured displacements by averaging
the measurements obtained from hundreds of camera pix-
els. Some of the causes of the incertitudes have been
discussed. The standard deviation of the displacements

measured by the single camera pixels is still too large
and further investigations are necessary to reduce it. Im-
provements of the accuracy in the phase measurement by
building a more stable setup can be expected.

This work was supported by the German Research
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